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Abstract: Rapid, accurate structure determination of protein—ligand complexes is an essential component
in structure-based drug design. We have developed a method that uses NMR protein chemical shift
perturbations to spatially localize a ligand when it is complexed with a protein. Chemical shift perturbations
on the protein arise primarily from the close proximity of electron current density from the ligand. In our
approach the location of the center of the electron current density for a ligand aromatic ring was approximated
by a point-dipole, and dot densities were used to represent ligand positions that are allowed by the
experimental data. The dot density is increased in the region of space that is consistent for the most data.
A surface can be formed in regions of the highest dot density that correlates to the center of the ligand
aromatic ring. These surfaces allow for the rapid evaluation of ligand binding, which is demonstrated on a
model system and on real data from HCV NS3 protease and HCV NS3 helicase, where the location of
ligand binding can be compared to that obtained from difference electron density from X-ray crystallography.

by the conjugation of the bonds in the molecule. The generation
of local magnetic fields by flowing electrons is the source of
the dispersion of chemical shifts in a typical one-dimensional
NMR spectrum. The electron current density can be calculated
for simple organic molecules using ab initio and DFT methods,
from which shielding tensors and isotropic chemical shifts can
be accurately determinéd.Electrons are also responsible for
so-called secondary shifts, or chemical shift perturbations.
Chemical shift perturbationg\CS) are produced, for example,
when small molecules bind to protei'SCS maps have been
used extensively to locate ligand interaction sites on protein
surfaces.—® Chemical shift perturbations are also fundamental
to the SAR-by-NMR? method that is used to screen for small-
molecule ligands which has become an important tool in
structure-based drug discovery and desiy@S restraints have
been used to calculate structures of protein bound peptides
and, recently, to dock structures of proteligand23 and
protein—protein complexe&*-16 While methods exist to mini-

Introduction

The rapid calculation of high-quality X-ray structures of
protein—ligand complexes is a central tool in rational drug
design! These structures are most easily calculated using
difference maps of Fourier electron densgifyor protein-ligand
complexes, this requires the collection of diffraction data for
protein crystals with and without bound ligands. High-quality
electron difference maps clearly show the ligand electron density
from which X-ray structures of protetrigand complexes can
be refined. NMR chemical shift perturbations, which are also
used to study ligand binding to proteins, are produced by ligand
electrons. Rather than electron density, it is the flow of electrons
(electron current density), that is responsible for NMR chemical
shifts and chemical shift perturbatioh$The close proximity
of electron current density from the ligand causes chemical shift
perturbations in protein atoms that can broadly indicate the
ligand interaction site on the protein surface. In this article, we
explore the use of NMR chemical shift perturbations to localize
ligand electron current density from which surfaces can be
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ring that is consistent with eq 1 with boundaries placed by eq 2.
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For simplicity, the dots are randomly distributed. P& S() for a single
protein atomi the probability density is given by

Figure 1. (A) Size and sign of a chemical shift perturbation observed at 1

a HN proton of a protein depend on the distaftand angled from the PD = (—) ZPi

ring center of the ligand. (B) Probability of finding the center of current Vi

density from an aromatic ring is represented by a sphere with rélius

of N dots surrounding a HN atom for which a chemical shift perturbation whereP; is the probability that a single dot is the correct ligand location;
ACS is observed. The dot density is distributed randomly throughout the V; is the volume of thé\l dot sphere for protein atomlt is not possible
sphere. to define a single ligand ring location from omeCS(). Instead, we

. . . . . . rely on redundant information (many atoms are perturbed by the same
mize the ligand position to best fit observed protein chemical jj;anq ring). For multiple sites of perturbation, the dot spheres for each

shift perturbations? these calculations rely on good data, single- perturbed protein atorincontain the same number of dots. Each sphere
site binding, and little or no protein rearrangement. The ligand has a different volume that dependsRi. Since PD (and dot density)
surfaces that we describe and calculate in the article are usefulscales with the inverse of the volume, stronger perturbations will have
in evaluating the consistency and quality of protein-detected dot spheres that are more localized (and more dense) than weak
chemical shift perturbations. Ligand surfaces can be used toperturbations. By summing over each perturbed atgiiD, we
determine which chemical shift perturbations are consistent with increase the dot density in regions of space where the data are consistent
the close proximity of a ligand aromatic ring. These calculations @nd therefore overlap. Note that a normalized probability density is
are rapid and are intended to identify data that is suitable for N0t used since itis likely that (1) not all of the perturbation data is

R . . . . . from a single ligand ring and (2) only a fraction of the possible
minimization using chemical shifts as restraints. Ligand surfaces

id . | f the chemical shift turbati perturbations will actually be observed due to NMR peak overlap,
provide a visual summary of theé chemical shiit perturbation incomplete assignments, and so forth. Instead, we use a dot density

data used to restrain the proteiligand complex in analogy  approach, which is proportional to an increase in probability density.
W|th the Way that d|ﬂ:erence e|eCtI‘0n denSIty IS used n X-I’ay Some Simp|e programs (that can be obtained from MM) were
crystallography. written to calculate the dot density 3fPD. One program randomly
Methods distribute§N dots in a sphere centered gt the coordinate_s for every
ACS() using the boundaries set [Rnax This program requires only
We will focus our discussion on proteitigand complexes where a pdb file and a list of chemical shift perturbations as input. It extracts
frequency shifts of the protein protons are caused by ligand electrons the coordinates of each perturbed protein atom (which are usually HN's)
that are in close proximity to NMR-detected nuclei, typicaiyN. If and creates a single pdb file withx N dots. Each dot represents an
we assume thaACS(), the chemical shift perturbation detected at allowed ring position. There alespheres centered on each perturbed
protein proton aton, is generated primarily by electron currents from  HN. Each sphere hd$dots; typicallyN is 500-2000. Another program
an aromatic ring in the ligand, we can approximate the origin of the calculates dot densities for each point in this pdb file and appends this
ACS as a single point-dipole located at the center of thefing. value (typically 2-100 dots/&) to the 10th field of the pdb file. An
awk script is used to calculate the mean and standard deviatfjaf (
Baip the dot density and writes the coordinates of dots with densities
ACS() = CS()p — CSOp~ [—2|(1—3coh) (1) exceeding certain thresholds (typically-20) into separate pdb files.
R Surfaces of dots at variouslevels are easily calculated using GRASP
typically with an atom radius of 0.5 A and surface probe radius of 1.0
Ineq 1, P+ L and P denote ligand-bound and ligand-free protein, A Surfaces created from dots with high densities and higban
respectivelyR is the length of the vector from the center of the ligand  |ocalize the ligand ring in a manner that is consistent with the existing
ring to the perturbed protein atomé; is the angle made by the vector  data. This is shown graphically in Figure 2 where dot spheres from

normal to the ring plane and the vect®y; Bap is a proportionality = 2 andi = 3 perturbed protein atoms overlap at the ligand ring
constantR and6; are shown in Figure 1A. The point-dipole can take |ocation. Care must be taken to create surfaceslatels that exceed

on a continuum of values dR and ¢ that satisfy a specifiaCS() the dot density of nonoverlapping dots. Surfaces created from regions
shift. The explicit value oACS(), however, places constraints &1 of high dot density are referred to assurfaces”, since the electron
ando; that can be exploited. Explicitly, the sign aCS constraing); current density has the greatest probability of being localized within

for ACS< 0,0 < 60 <54.7; 180 < 0 < 180°—54.7 and forACS these surfaces. The accuracy of j#seirfaces will depend on the number

> 0,54.7 < 0 < 180°—54.7. In eq 2 the size oACS constrain® and quality of theACS values, the composition of the ligand and the

to @ maximum valuRnax geometry of the protein binding site. Surfaces that are constructed from
Dot Density Representation.From only oneACS() value, the high density and high dots are consistent with the experimental shifts

probability of finding the location of the ligand ring is restricted to & and are spatially localized at different If the data is inconsistent

sphere with a radius ranging from 0 Ryax centered at the perturbed  (nonoverlapping dots), sparsie=t 2,3) or weak [ACS < 0.05) only

protein atomi. (note: ACS = +0.2 ppm constrain&na: to a 4.8 A low o surfaces can be formed all of which will be diffuse.
sphere, whileACS = —0.2 ppm constrainBmaxto a 6.0 A sphere). In The dot density method relies on the overlap of dot spheres. In special
Figure 1B, we represeiN allowed locations for a singlACS() as a cases (when the perturbed protein atoms are 8@®, 18C, or 270

sphere ofN dots that surround the perturbed protein HN atom. The relative to the ligand ring) the dot density extends only to the center of
dot representation is similar to that which is used for visualizing atomic

and molecular orbitals. Each dot represents the coordinates of the ligand17) Nicholls, A.; Sharp, K. A.; Honig, BProteins1991, 11, 281-296.
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Figure 2. Overlap of dot spheres derived from (A) two and (B) three perturbed atoms localizes the center of the current density that causes the perturbation.
Current density surfaces (magenta) are drawn around dots with high density. Ligand current density gudisfees$) should be localized if the experimental
chemical shift data is consistent and if the size and number of perturbations are sufficient.

the ring and may not have extensive overlafRifxis extended slightly A3 volume element. For this data setlok N = 18000 dots,
by 1.1 A, then dot spheres from consistent perturbation data will overlap the maximum, mean and 1 standard deviation of the density
independent of). Even though this adjustment is necessary only for are, respectively, 105, 27, and 16 dot%/[&igure 3B shows the
these special cases = Rnax it should be applied to all perturbation w5 nq” jocation of the Phe with a surface drawn around dots
data since there is no a priori kn.OWIEdgea)f o that have a density of greater than 80 dotsiich is the

The method that we have outlined for calculating liggsiirfaces density at 3.3 from the mean. We calculated the “noise ceiling”
uses a point-dipole approximation for the ring current calculated from the highest.dot density of n(.)noverlapped dot spheres, to be’25

a single benzene ring. The effect of ring substitution on the ring current 8 - :
will likely be small and sinceRnax ~ (Bai)™3, small changes iBgp dots/A. As discussed in the Methods section, the current

will have little consequence 8. The current methodology can be ~ Methodology can be used on ligands with multiple rings with
used on ligands with multiple rings. If the rings are separated by more no modifications. This is demonstrated in Figure 3C which is
than ~5A, then there are no errors as the perturbation patterns are similar to Figure 3B, only with a Trp as the ligand mimic.
largely independent. If the rings are fused, then errors will result when j-Surfaces for both Phe and Trp accurately locate the ligand
perturbations have contributions from each ring. In this case, the |gcation usingACS from “protein” HN atoms. Th¢surfaces
j-surface will be formed primarily from protein atoms that are perturbed Figure 3, parts B and C, are asymmetric. A symmetric surface
by one of the rings. Equation 1 can be modified to reduce errors from should result if a fine grid spacing were used, the Phe were
perturbations with multiple sources. This can be done by the inclusion perfectly centered and rotated, and the number of dots in each
of multiple radii, which unfortunately, introduces errors for perturbations ' . . .
sphere were large. Instead, we have used a practical grid spacing

from a single source. The method we have outlined in this section relies A which i oo '
on the existence of redundant information from multiple points of of 4 A which is roughly the HN-HN spacing in a protein, and

detection on the protein. The accuracy of the method does not so muchWe have chosen to do the calculation on only nine perturbed
rely on the accuracy of tHnacalculation, but rather on the redundancy ~ atoms which is the most that you would typically see in a
of the chemical shift perturbation data to create regions of high dot protein. In addition, we used a relatively small number of
density. The diffuse pattern of the aromatic ring current is well suited randomly generated points to simplify and speed up the
for such an approach. calculations and the Phe has been manually docked. These
results suggest that (NCS data can be used to obtain a spatially
localized ligand position and since the simulatedS data was
Simulated Ligand Binding. The accuracy of the calculation  ~gjculated with the quantum mechanics based Halgallion
of ligand j-surfaces was first assessed on a synthetic data setethod (2) the point-dipole approximation is accurate for this
All simulations were performed with SHIFTS 3%using the purpose. The sensitivity of thsurface was investigated by
Haigh—Mallion method. A single phenylalanine was used as a requcing the initial nineACS values to as few as three; using
ligand mimic and was placed in the center of a protein mimic; only four positive or five negativeACS values; we even
a4 x 4 x 5 three-dimensional grid of glycine residues separated yistorted theACS data by reducing it by as much as 40%. In
by 4 A. 4 Gly residues from the grid center were removed so all cases accurate, high-quality ligajesurfaces could be
as not to overlap the Phe. Amide proton chemical shifts of the ¢onstructed that were correctly centered on or near the aromatic
remaining 76 Gly residues were calculated with and without ring. We next calculategsurfaces for several proteiigand
the Phe to simulate bound and unbound chemical shifts. The complexes to demonstrate their usefulness. All calculations were
nine largest chemical shift perturbations, shown in Figure 3A, performed on ligand-free X-ray crystal structures.
ra}nged from—0.295 to+0.238 ppm. The_nine perturbations in Ligand Binding to HCV NS3 Protease.In Figure 4A we
Figure 3A were used to calculate the liggrsuurface for Phe  ghoy the chemical shift mapping of residues that are perturbed
binding that is shown in Figure 3B. 2000 dots were calculated 565 jigand binding to (hepatitis C virus) HCV NS3 pro-
for each perturbation; the dot density was calculated over a 1e459.20perturbed residues (as determined Byia N HSQC

(18) Osapay, K.; Case, D. A. Am. Chem. S04991 113 9436-9444: Xu, P. spectrum) are given a uniqge color that is mappeql to the protein
X.; Case, D. AJ. Biomol. NMR200%, 21, 321-333. van der Waals surface using GRASPThe resulting map is

Results and Discussion
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Figure 3. (A) Phenylalanine placed inside a grid of 76 glycines spat¢et/is used to simulate ligand binding. Chemical shift perturbations for glycine

HN amide protons were calculated (SHIFTS) with and without a Phe. Glycine HN atoms with negative or positive perturbations are shown by red or blue
spheres, respectively; gray spheres show glycine HN atoms (with reduced radii) that were not strongly perturbed by the Phe and were not used in the
calculation. (B) & j-surface (magenta) for the Phe in the Gly grid is created using GRABP. 30 j-surface for a Trp residue in the Gly grid is shown.

In both (B) and (C)j-surface is localized and runs through the aromatic ring.
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Figure 4. (A) ACS map is used to determine the interaction site of an
aromatic ligand binding to HCV NS3 protea$&? This map was created
by coloring ?rot%n re5|due§ for which chemical shift perturbations were g re 5. Crystal structure of HCV NS3 helicadgray atoms) complexed
observed in'H—'"N HSQC" spectra; each color represents azdlfferent with an aromatic ligand (yellow bonds) is shown together with the ligand
residue. The surface area of the perturbed residues co\&se A2 (B) j-surface (magenta surface). The surface is drawn around dot density at 2
Ligandj-surface (magenta), created from the same data used in Figure 4A (magenta) relative to the mean of the dot density distribution.
localizes the ligand binding site to the-Bocket over a volume of 19 %

us to evaluate the consistency of the chemical shift perturbation

diffuse; it suggests that the ligand binds the unprimed side of data. That is, we can determine which of the residues that are
the substrate channel, but no particular site is suggested by thesenapped in Figure 4A contribute to the surface in 4B.

data. Figure 4B shows thesurface using the same chemical Ligand Binding to HCV NS3 Helicase. In Figure 5 we
shift data that is mapped to the van der Waals surface in Figuredemonstrate the calculation ofi-@urface for a ligand binding

4A. Here the ligang-surface (magenta) is localized off the van to the 49 kDa HCV NS3 helicagé?® This example is par-

der Waals surface of the protein and is centered completely ticularly useful since the X-ray crystal structé#égray atoms)
within the S1 pocket. Figure 4 illustrates two important points. with the ligand (yellow bonds) is known and assignments for
First, the van der Waals surface of the protein can provide a many residues are availatteUnlike the model systems, the
significant restraint on the allowed values of fhsurface. If data is not perfect. The aromatic ligand is substituted at several
the ligandj-surface is not located off the protein van der Waals positions; there are only a fe&CS values to work with, and
surface, then there may be inconsistencies in the data, or perhapthe shifts and assignments were observed on an engineered
the amount and quality of the data is insufficient to clearly define subdomain 1 construct rather than the whole enzyme. Nonethe-
a surfacej-Surfaces can be localized within the van der Waals less, thej-surface is above the van der Waals surface of the
surface of the protein, which can be an indication of the protein, and at the®level, comes into close contact with the
rearrangement of protein side chains. Second, this method allowdigand binding orientation determined from the crystal structure.
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J. Mol. Biol. 2001, 305, 1099-1110. (24) Liu, D.; Wyss, D. F.J Biomol. NMR2001, 19, 283-284.

J. AM. CHEM. SOC. = VOL. 124, NO. 39, 2002 11761



ARTICLES McCoy and Wyss

evaluation of many different ligands. In addition, there is no a
priori knowledge of the data quality, consistency, or origin of
the observed chemical shift perturbation data. Ligasdrfaces
provide a way to check the data quality and analyze the origin
of the perturbations and are, therefore, complementary with and
should precede target function minimization. In addition, ligand
j-surfaces have a number of significant technical and practical
advantages that make them useful in analyzing the chemical
shift perturbation data for many compounds prior to the use of
a target function approach. (1) Ligafpdurfaces can spatially
localize the ligand position relative to the protein surface. (2)
Small chemical shift perturbations that arise from conformational

Figure 6. (A) Amide protons of all serines (red), lysines (green), and han f protein aromatic rin n istinguish from
alanines (blue) of HCV NS3 protease are shown. Only Ser138, Lys136, changes of protein aromatic rings can be distinguished fro

and Ala157 are perturbed in the real experimental data. If the assignmentsth0S€ that arise from ligand aromatic rings. In the cas&©$
are not known, then selectivéN labels can be used to identify the residue ~ data that is consistent with ligand binding with no structural
type that is perturbedACS values for all residues of that type must be  rearrangement of the protein, theurface will be localized off

used in the calculation of the ligagdurface. (B)-Surface calculated using .
30ACS values (13 Ser, 4 Lys, 13 Ala) that would be available from selective the van der Waals surface of the protein. If the data are

15\-labeling of Ser, Lys, and Ala in HCV NS3 protease. Thisurface consistent with rearrangements of protein residueg; soeface
correctly identifies the ligand binding site without the use of sequence can be located within the van der Waals surface of the protein,
specific assignments. centered near an aromatic ring. In the case of widespread protein

While th litv of the dat ‘b q h conformational change, it may not be possible to distinguish

. 'Tt gdqltja Itt? N de V?/a lmay fno fethas g(:o_ as 'de the ligand binding from protein rearrangements. (3) Ligand
simulated data, the van der Waals surlace ot the protein provi esj—surfa(:es can be calculated with data from unassigned proteins.
a significant restraint on the allowed values for the ligand

. (4) Multisite binding can be detected. (5) No probe or model
J-surfacg. king S Specif . S building is necessary so that binding locations can be determined
b I_:;\rli/tr;ns Ldac tmgt eqdu_(;nce;j ?\lel\(;llF\l’C Asmgqment AR- h rapidly. Typical calculations take about 1 min on a DEC alpha.

y-IN and structured-base screening approacnes éG) Data consistency can be checked. The probabilistic approach
require sequence-specific backbone assignments of at least th

active-site residues which becomes increasingly more difficult glvels us a hwaydto Jgdgefthe I’(Th&b!hty ?jf thesurfa(ﬁ. (7)
with increasing size of the drug target. We tested if we could Analyzing .t c ensﬂy ol overiapping ots can Hiter out
. . . - nonaromaticACS contributions that tend to be local. Only the
potentially use the-surface method to localize the ligand lacement of the aromatic ring will be evident frgrsurfaces
binding site without the need for sequence-specific resonance’. oz : 9 - 9 .
assignments if we knew the 3D structure of the drug target and "’?t higho values. (8) ngand-surface§ th_at arise from a_romatlc
the ACS from amino acid-type selective labeled protein samples. fings can be sensmve_ to_nonaror_natlp Ilgand subsitutions When
. } viewed at lowero. This information is invaluable because it
We used the experimental data from the previous example of . . e .
the HCV protease (Figure 4A) where we observed three Iocahzes_chemlcal m_o<_j|f|cat|ons on the ring struc_ture that can
perturbations, one each for a Ser, Lys, and Ala residue uponbe (.axplon.ed by medicinal or combinatorial chemistry. )
binding of a ring-containing ligand. We then assumed that we  -igand j-surfaces can be calculated from any perturbation
did not have sequence-specific resonance assignments but wouldata. Whether these surfaces have meaning depends on the
know those three perturbations from three amino acid-type duality and quantity of the perturbation data. In our experience,
selective labeled NMR samples where only one type of amino POOr data usually will not result |n_Jasurfape abo_veQa. When
acid is1°N-labeled (Ser, Lys, or Ala). Finally, we allowed all the data are weak, sparse, or inconsistent,jtserface can
13 Ser, 4 Lys, and 13 Ala residues in the HCV protease to have 2PP&ar dlscon_tlnuous_and delocalized, implying that multiple
the experimentally determinediCS for Ser138, Lys136, and snes_are consistent YVIth the da_ta set. If, however, the data are
Ala157, respectively, in the calculation of theurface (Figure ~ consistent, part of thesurface will engulf the ligand at values
6A). Significantly, the-surface for this data set correctly locates ©f 20—30. Thej-surface for some ligands may lie completely
the ligand binding site (Figure 6B) without the need of sequence Off the protein van der Waals surface. While this is an ideal
specific assignments. While in this example we assume to know€sponse, the localization of thesurface depends on many
the ACS from amino acid-type selectivN-labeled NMR factors and may penetrate deeply into the protein’s Van der
samples, it demonstrates the potential usesofrfaces for large Waal's surface. In such cases, the van der Waals surface can
proteins with amino acid-type selective samples. provide an important restraint for the allowed ligand binding
Advantages ofj-Surface Calculations.The use of & surface positions. Aside from localizing and visualizing ligand binding
to locate a ligand binding is more accurate than@S map sites for well behaved proteidigand complexes, we have found
(see Figure 4), but potentially less accurate than energythat one useful aspect of these calculations is to point out
minimization of a target function derived from chemical shift Situations where the data is not consistent with simple binding.
perturbation dat& The target function approach can be used Ligands typically bind to concave pockets in the protein
accurately if (1) most of thACS data is from ligand aromatic ~ surface. The shape of the ring current distribution (from a single
rings, (2) the data is consistent, (3) there is a single binding source) makes thesurface calculation possible. The shape of
site, and (4) there is no rearrangement of the protein surface.the ligand binding site on the protein surface, however, strongly
Even with ideal data, the target function calculation is time- influences the quality of thesurface. A deep site will typically
consuming to set up and run; it is not appropriate for rapid have more perturbed atoms that are better distributed which
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enhances the accuracy of thesurface. However, even the of compounds in the MDD contain at least one five- or six-
perturbations from a shallow site must converge off the protein membered aromatic ring. Ligarjesurfaces can be calculated
surface if the data is consistent. If the data is not plentiful or in seconds after the data is acquired with the only requirements
consistent the calculation of a ligafjgurface becomes prob-  of having a previous structure (X-ray, NMR, model) and
lematic. assigned HSQC spectra of the bound and free protein (with
observableACS). These requirements are much less demanding
than for ligand-bound protein structures determined by X-ray
NMR is currently the only screening method where ligand crystallography or NOE-based NMR. A singjesurface can
binding location and binding constantsqf are present in the  spatially localize the ligand aromatic rings relative to the protein
same data. The NMR detection of ligand binding to a protein surface. This information is immediately useful for the localiza-
is manifested by small frequency shifts in protein nuclei that tion of the ligand interaction site and assessing the quality of
are close to the ligand. These frequency shifts are primarily due the chemical shift perturbation data. Ligajpgurfaces become
to magnetic fields that are induced by electronic currents in the a more powerful tool for structure-based drug design when
ligand. A conversion of NMR frequency that shifts directly into  surfaces of closely related analogues can be calculated and used
spatial restraints would permit the spatial location of the ligand together with information from computational methods and
bearing some resemblance to difference maps of electron densityx-ray crystallography.
used in X-ray crystallography. This article has introduced the
calculation of ligandj-surfaces, which carry out such a

transformation using a point-dipole approximation parametrized (25) Medek, A.; Hajduk, P. J.; Mack, J.; Fesik, S. WAm. Chem. So200Q

L ; ; 122, 1241-1242.
for aromatic rnngs. Althoth the method requires that the Ilgand (26) MACSS-II Drug Data Report, MDL Information Systems Inc., San Leandro

possesses an aromatic ring, it is widely applicable sin@8% CA 94577.

Conclusions
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